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Introduction 
 
This statement revises our earlier “WAME Recommendations on ChatGPT and 
Chatbots in Relation to Scholarly Publications” (January 20, 2023). The revision reflects 
the proliferation of chatbots and their expanding use in scholarly publishing over the last 
few months, as well as emerging concerns regarding lack of authenticity of content 
when using chatbots. These Recommendations are intended to inform editors and help 
them develop policies for the use of chatbots in papers published in their journals. They 
aim to help authors and reviewers understand how best to attribute the use of chatbots 
in their work, and to address the need for all journal editors to have access to 
manuscript screening tools. In this rapidly evolving field, we will continue to modify 
these recommendations as the software and its applications develop.  
 
A chatbot is a tool “[d]riven by [artificial intelligence], automated rules, natural-language 
processing (NLP), and machine learning (ML)…[to] process data to deliver responses to 
requests of all kinds.” (1) Artificial intelligence (AI) is “the ability of a digital computer or 
computer-controlled robot to perform tasks commonly associated with intelligent 
beings.” (2)  
 
“Generative modeling is an artificial intelligence technique that generates synthetic 
artifacts by analyzing training examples; learning their patterns and distribution; and 
then creating realistic facsimiles. Generative AI (GAI) uses generative modeling and 
advances in deep learning (DL) to produce diverse content at scale by utilizing existing 
media such as text, graphics, audio, and video.” (3, 4) 
 
Chatbots are activated by a plain-language instruction, or “prompt,” provided by the 
user. They generate responses using statistical and probability-based language models. 
(5) This output has some characteristic properties. It is usually linguistically accurate 
and fluent but, to date, it is often compromised in various ways. For example, chatbot 
output currently carries the risk of including biases, distortions, irrelevancies, 
misrepresentations, and plagiarism – many of which are caused by the algorithms 
governing its generation and heavily dependent on the contents of the materials used in 
its training. Consequently, there are concerns about the effects of chatbots on 
knowledge creation and dissemination – including their potential to spread and amplify 
mis- and disinformation (6) – and their broader impact on jobs and the economy, as well 
as the health of individuals and populations. New legal issues have also arisen in 
connection with chatbots and generative AI. (7) 
 
Chatbots retain the information supplied to them, including content and prompts, and 
may use this information in future responses. (8) Therefore, scholarly content that is 
generated or edited using AI would be retained and as a result, could potentially appear 
in future responses, further increasing the risk of inadvertent plagiarism on the part of 
the user and any future users of the technology. Anyone who needs to maintain 
confidentiality of a document, including authors, editors, and reviewers, should be 
aware of this issue before considering using chatbots to edit or generate work. (9)  

https://wame.org/page3.php?id=110
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Chatbots and their applications illustrate the powerful possibilities of generative AI, as 
well as the risks. These Recommendations seek to suggest a workable approach to 
valid concerns about the use of chatbots in scholarly publishing. 
 
 
A note on changes introduced since the previous WAME Recommendations 
 

• A new recommendation (#4) has been added to the four original principal 
recommendations: 1) Only humans can be authors; 2) Authors should 
acknowledge the sources of their materials; 3) Authors must take public 
responsibility for their work; 4) Editors and reviewers should specify, to authors 
and each other, any use of chatbots in evaluation of the manuscript and generation 
of reviews and correspondence; and 5) Editors need appropriate digital tools to 
deal with the effects of chatbots on publishing. 

• In addition, this revision acknowledges that chatbots are used to perform different 
functions in scholarly publications. Currently, individuals in scholarly publishing 
may use chatbots for: 1) simple word-processing tasks (analogous to, and an 
extension of, word-processing and grammar-checking software), 2) the generation 
of ideas and text, and 3) substantive research. The Recommendations have been 
tailored for application to these different uses. 

 
WAME Recommendations on 

Chatbots and Generative Artificial Intelligence in Relation to Scholarly 
Publication 

 
WAME Recommendation 1: Chatbots cannot be authors. Journals have begun to 
publish articles in which chatbots such as Bard, Bing and ChatGPT have been used, 
with some journals listing chatbots as co-authors. The legal status of an author differs 
from country to country but under most jurisdictions, an author must be a legal person. 
Chatbots do not meet the International Committee of Medical Journal Editors (ICMJE) 
authorship criteria, particularly that of being able to give “final approval of the version to 
be published” and “to be accountable for all aspects of the work in ensuring that 
questions related to the accuracy or integrity of any part of the work are appropriately 
investigated and resolved.” (10) No AI tool can “understand” a conflict-of-interest 
statement, and does not have the legal standing to sign a statement. Chatbots have no 
affiliation independent of their developers. Since authors submitting a manuscript must 
ensure that all those named as authors meet the authorship criteria, chatbots cannot be 
included as authors. 
 
WAME Recommendation 2: Authors should be transparent when chatbots are 
used and provide information about how they were used. The extent and type of 
use of chatbots in journal publications should be indicated. This is consistent with the 
ICMJE recommendation of acknowledging writing assistance (11) and providing in the 
Methods detailed information about how the study was conducted and the results 
generated. (12) 
 



WAME Recommendations 2.1: Authors submitting a paper in which a 
chatbot/AI was used to draft new text should note such use in the 
acknowledgment; all prompts used to generate new text, or to convert text or 
text prompts into tables or illustrations, should be specified.  
WAME Recommendation 2.2: When an AI tool such as a chatbot is used to 
carry out or generate analytical work, help report results (e.g., generating 
tables or figures), or write computer codes, this should be stated in the body 
of the paper, in both the Abstract and the Methods section. In the interests of 
enabling scientific scrutiny, including replication and identifying falsification, 
the full prompt used to generate the research results, the time and date of 
query, and the AI tool used and its version, should be provided. 

 
WAME Recommendation 3: Authors are responsible for material provided by a 
chatbot in their paper (including the accuracy of what is presented and the 
absence of plagiarism) and for appropriate attribution of all sources (including 
original sources for material generated by the chatbot). Authors of articles written 
with the help of a chatbot are responsible for the material generated by the chatbot, 
including its accuracy. Noting that plagiarism is “the practice of taking someone else's 
work or ideas and passing them off as one's own” (13), not just the verbatim repetition 
of previously published text. It is the author’s responsibility to ensure that the content 
reflects the author's data and ideas and is not plagiarism, fabrication or falsification. 
Otherwise, it is potentially scientific misconduct to offer such material for publication, 
irrespective of how it was written. Similarly, authors must ensure that all quoted material 
is appropriately attributed, including full citations, and that the cited sources support the 
chatbot’s statements. Since a chatbot may be designed to omit sources that oppose 
viewpoints expressed in its output, it is the authors’ responsibility to find, review and 
include such counterviews in their articles. (Of course, such biases are also found in 
human authors.) Authors should identify the chatbot used and the specific prompt 
(query statement) used with the chatbot. They should specify what they have done to 
mitigate the risk of plagiarism, provide a balanced view, and ensure the accuracy of all 
their references. 
 
WAME Recommendation 4: Editors and peer reviewers should specify, to authors 
and each other, any use of chatbots in the evaluation of the manuscript and 
generation of reviews and correspondence. If they use chatbots in their 
communications with authors and each other, they should explain how they were 
used. Editors and reviewers are responsible for any content and citations generated by 
a chatbot. They should be aware that chatbots retain the prompts fed to them, including 
manuscript content, and supplying an author's manuscript to a chatbot breaches 
confidentiality of the submitted manuscript.  
 
WAME Recommendation 5: Editors need appropriate tools to help them detect 
content generated or altered by AI. Such tools should be made available to 
editors regardless of ability to pay for them, for the good of science and the 
public, and to help ensure the integrity of healthcare information and reducing 
the risk of adverse health outcomes. Many medical journal editors use manuscript 



evaluation approaches that were not designed to deal with AI innovations and 
industries, including manipulated plagiarized text and images and papermill-generated 
documents. They have already been at a disadvantage when trying to differentiate the 
legitimate from the fabricated, and chatbots take this challenge to a new level. Editors 
need access to tools that will help them evaluate content efficiently and accurately. This 
is of particular importance to editors of medical journals where the adverse 
consequences of misinformation include potential harms to people. 
 
We encourage comments and feedback from WAME Members and other readers.  
Please contact us at <chris@chriszielinski.com>. 
 
Competing Interests: All of the authors report that they have no competing interests 
aside from any affiliations as editors.  
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WAME encourages WAME Members to republish this statement in their journals 
with attribution to the original publication on WAME.org. WAME will list journal 
citations and links to the re-publications on this page. Please contact Margaret 
Winker at mwinker@wame.org with any questions. 
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